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EvolutionaryEvolutionary AlgorithmsAlgorithms
•• Primal search methods rely on two mechanisms to find the optimumPrimal search methods rely on two mechanisms to find the optimum of a of a 

problem: problem: 

–– Movement mechanismMovement mechanism

–– EvaluationEvaluation

•• A dumb method is Random Search A dumb method is Random Search –– evaluation does not influence evaluation does not influence 
movementmovement

•• MetaMeta--heuristic methods develop smart strategies for searching in the heuristic methods develop smart strategies for searching in the 
solution spacesolution space

•• In Evolutionary Algorithms, Evaluation leads to Selection: definIn Evolutionary Algorithms, Evaluation leads to Selection: defining the ing the 
starting points for the new move that will generate new candidatstarting points for the new move that will generate new candidates in the es in the 
solution space, by applying the principles of Natural Selection solution space, by applying the principles of Natural Selection –– discarding discarding 
the worst and keeping the best (fittest)the worst and keeping the best (fittest)
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ParticleParticle SwarmSwarm MethodsMethods & & otherother

•• In In TabuTabu Search, no selection is applied but the movement rule Search, no selection is applied but the movement rule 
includes provisions to avoid cycling and is influenced by the includes provisions to avoid cycling and is influenced by the 
evaluation valuesevaluation values

•• In PSO In PSO –– Particle Swarm Optimization methods, no selection is Particle Swarm Optimization methods, no selection is 
applied applied –– but the movement rule has dynamic characteristics that but the movement rule has dynamic characteristics that 
lead to progress towards the optimum.lead to progress towards the optimum.

•• THESE ARE NOT EVOLUTIONARY METHODSTHESE ARE NOT EVOLUTIONARY METHODS!!
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MovementMovement RulesRules inin EvolutionaryEvolutionary AlgorithmsAlgorithms

•• The movement rule in EA is composed of two partsThe movement rule in EA is composed of two parts

–– MutationMutation

–– RecombinationRecombination

•• Mutation generates a new solution by (randomly) modifying a singMutation generates a new solution by (randomly) modifying a single le 
individualindividual

•• Recombination generates a new individual by (randomly) mixing thRecombination generates a new individual by (randomly) mixing the e 
characteristics of more than one previous solutionscharacteristics of more than one previous solutions

•• Neither of these mechanisms contribute to a push towards the Neither of these mechanisms contribute to a push towards the 
optimumoptimum!!
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•• In Evolution Strategies/Evolutionary Programming, where variableIn Evolution Strategies/Evolutionary Programming, where variables are real s are real 
numbers, mutation is achieved by random deviations, usually subjnumbers, mutation is achieved by random deviations, usually subject to ect to 
Gaussian mutations controlled by a mutation rate Gaussian mutations controlled by a mutation rate σσ

•• Mutations may also be Mutations may also be 
multiplicativemultiplicative

•• or under a or under a llogog--nnormalormal lawlaw

),(:~ 10NXeX τ=

:= X (1+Z)X~

MutationMutation

-1

0

1

2

3

4

5

6

-1 ,5 -1 -0,5 0 0,5 1 1 ,5

( ) ( )( )tn1 1,0,...,1,0 ΝΝσ=Z

Z



6OEP 2007,  Paris, Apr 2007© 2006

Evolution Strategies: the Evolution Strategies: the σσSA (1,SA (1,λλ) ES) ES

•• In selfIn self--adapting Evolution Strategies, each descendent has a distinct adapting Evolution Strategies, each descendent has a distinct 
mutation strengthmutation strength

•• The selection process also selects the most favorable mutation The selection process also selects the most favorable mutation 
strengthstrength –– embeddedembedded into into thethe fittestfittest descendentdescendent

X1          X2          …          Xn σ X1          X2          …          Xn σ1
~            ~                          ~

X1          X2          …          Xn σ2
~            ~                          ~
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RecombinationRecombination
•• RECOMBINATION: a new individual is formed from the RECOMBINATION: a new individual is formed from the 

recombination of existing recombination of existing ρρ parents. parents. 

Biology has Biology has ρρ = = 22

SCHEMES:SCHEMES:

•• Uniform crossoverUniform crossover: for each variable, randomly select one of the : for each variable, randomly select one of the ρρ
parents to donate its valueparents to donate its value

•• Intermediary recombinationIntermediary recombination: any variable receives a percentage : any variable receives a percentage 
contribution from all the contribution from all the ρρ parents parents -- many schemes possiblemany schemes possible

•• Point crossoverPoint crossover: define crossover points, and then take parent : define crossover points, and then take parent 
contributions in turnscontributions in turns
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Particle Swarm Optimization Particle Swarm Optimization (Classic PSO)(Classic PSO)

•• A set of particles (solutions) in the search spaceA set of particles (solutions) in the search space

•• movement of a particle:movement of a particle:

•• inertia: inertia: 

moving in the same directionmoving in the same direction

•• memory: memory: 

attraction by particle past bestattraction by particle past best

•• cooperation: attraction for global bestcooperation: attraction for global best

•• basic modelbasic model
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Particle Swarm Optimization Particle Swarm Optimization (Classic PSO)(Classic PSO)

•• Here is an attempt to have evolving weightsHere is an attempt to have evolving weights

•• Another model is the constriction factor of M. ClercAnother model is the constriction factor of M. Clerc

•• Evolving weights Evolving weights -- the need to adapt the progress of the the need to adapt the progress of the 
algorithm to the different search phases and the different globaalgorithm to the different search phases and the different global l 
and local landscapes of problems and local landscapes of problems 
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ReRe--interpretationinterpretation ofof thethe movementmovement rulerule
•• What is the PSO movement rule, really?What is the PSO movement rule, really?

-- It is a form of intermediary recombinationIt is a form of intermediary recombination!!

•• The following parents are used to produce a new individual:The following parents are used to produce a new individual:

–– A particleA particle

–– Its direct ancestorIts direct ancestor

–– Its best ancestor (kept in suspended animation)Its best ancestor (kept in suspended animation)

–– The best ancestor found by the swarm (also kept in suspended The best ancestor found by the swarm (also kept in suspended 
animation, for reproduction purposes)animation, for reproduction purposes)

•• The sharing proportion is defined by the weights:The sharing proportion is defined by the weights:

•• This rule is biased towards the optimum, it is not neutral!This rule is biased towards the optimum, it is not neutral!
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RECOMBINATION via THE MOVEMENT RULERECOMBINATION via THE MOVEMENT RULE
•• movement of a particle:movement of a particle:

•• inertiainertia: : 
moving in the same directionmoving in the same direction

•• memorymemory: : 
attraction by particle past bestattraction by particle past best

•• cooperationcooperation: : 
attraction for global bestattraction for global best
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EPSO as a selfEPSO as a self--adaptive recombination processadaptive recombination process

•• Each weight (strategic parameter) suffers mutationEach weight (strategic parameter) suffers mutation

•• …… an an Evolutionary ProcessEvolutionary Process !!!!!!

•• PLUS PLUS -- the global best has a the global best has a ““foggyfoggy”” definitiondefinition
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EPSO as a selfEPSO as a self--adaptive Evolution Strategyadaptive Evolution Strategy

The particles The particles ““do not movedo not move””: they reproduce: they reproduce

•• REPLICATIONREPLICATION -- each particle is replicated each particle is replicated rr times times (cloning)(cloning)

•• MUTATIONMUTATION -- each clone has its weights each clone has its weights ww mutatedmutated

•• RECOMBINATIONRECOMBINATION -- each mutated particle generates 1 offspring according each mutated particle generates 1 offspring according 

to the particle movement ruleto the particle movement rule

•• EVALUATIONEVALUATION -- each offspring has its fitness evaluatedeach offspring has its fitness evaluated

•• SELECTIONSELECTION -- by stochastic tournament (or elitism) the best particle in eachby stochastic tournament (or elitism) the best particle in each

group of group of rr survives to form a new generationsurvives to form a new generation

(the best particles carry with them, to the following generation(the best particles carry with them, to the following generation, their mutated weights), their mutated weights)
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SelfSelf--adaptationadaptation ofof thethe recombinationrecombination operatoroperator

•• Previous selfPrevious self--adaptive Evolutionary Algorithms have been designed adaptive Evolutionary Algorithms have been designed 
to make the to make the mutationmutation operator evolve operator evolve –– a mutation rate is subject to a mutation rate is subject to 
selection and stays attached to a solution and its descendents.selection and stays attached to a solution and its descendents.

•• In EPSO, it is the recombination operator that is made to evolveIn EPSO, it is the recombination operator that is made to evolve, in a , in a 
special form of intermediary special form of intermediary recombinationrecombination (the movement rule), by (the movement rule), by 
selfself--adapting the proportions of contributions of parents in forming adapting the proportions of contributions of parents in forming 
an offspringan offspring

•• The weightsThe weights are are strategicstrategic parametersparameters and like and like objectobject parametersparameters
are subject to selection and are passed to the descendentsare subject to selection and are passed to the descendents
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•• Selection acts separately on Selection acts separately on 
the descendents of each the descendents of each 
particleparticle

•• It is a parallel process where It is a parallel process where 
the interaction among the interaction among 
particles is assured by the particles is assured by the 
recombination rule recombination rule 

•• RecombinationRecombination proportionproportion isis
evolvingevolving underunder selectionselection
pressurepressure

EPSO EPSO inin actionaction

selection in each selection in each 
particle particle 
descendentsdescendents



16OEP 2007,  Paris, Apr 2007© 2006

EvolvingEvolving weightsweights
WeightsWeights evolve evolve andand adaptadapt

EvolutionEvolution ofof weightsweights ofof
successivesuccessive
global global bestbest
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•• TheThe followingfollowing slides slides are are showingshowing one one realreal lifelife exampleexample wherewhere EPSO EPSO 
competedcompeted againstagainst otherother algorithmsalgorithms and and provesproves to to bebe a a winnerwinner
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CompetitionCompetition againstagainst otherother algorithmsalgorithms
•• An intelligent agent platform simulating a multiAn intelligent agent platform simulating a multi--energy retail marketenergy retail market

•• A retailer agent with the capacity to perform internal simulatioA retailer agent with the capacity to perform internal simulations to ns to 
optimize its market strategyoptimize its market strategy

•• If we equip distinct retailers with different algorithms, and thIf we equip distinct retailers with different algorithms, and then run en run 
for some time a complex market simulation, will there be a winnefor some time a complex market simulation, will there be a winner?r?

•• A test for 24 month simulation, allowing an internal 2 month aheA test for 24 month simulation, allowing an internal 2 month ahead ad 
simulationsimulation
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19 agents19 agents

A model for the retail marketA model for the retail market

Information Information 
EnvironmentEnvironment

(Blackboard)

RetailerRetailer

CommercCommerc. cons.. cons.

ResidencResidenc. cons.. cons.

Industrial cons.Industrial cons.

Market Op.Market Op.

EconomyEconomy

Heat deliveryHeat delivery

Gas deliveryGas delivery

Elect. deliveryElect. delivery

Heat regulatorHeat regulator

Gas regulatorGas regulator

Elect. regulatorElect. regulator
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Parallel processing with JADE platformParallel processing with JADE platform

JADEJADE
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A simulation within the simulationA simulation within the simulation
•• Each retailer agent optimizes its strategy by simulating market Each retailer agent optimizes its strategy by simulating market 

evolution before making a move (such as changing prices, decidinevolution before making a move (such as changing prices, deciding g 
investment, etc.)investment, etc.)

•• This simulation aims at optimizing a vital function of the agentThis simulation aims at optimizing a vital function of the agent --
could be maximizing profit, or keeping market share, for instanccould be maximizing profit, or keeping market share, for instance.e.
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CompetingCompeting algorithmsalgorithms
•• BasicBasic EPSOEPSO

•• BasicBasic PSOPSO

•• SSGASSGA ((steadysteady statestate): a ): a GeneticGenetic AlgorithmAlgorithm withwith elitismelitism ((thethe bestbest 20% 20% 
alwaysalways survivingsurviving))

•• MPGAMPGA ((multiplemultiple populationpopulation): a ): a GeneticGenetic AlgorithmAlgorithm withwith twotwo
populationspopulations exchangingexchanging 2 2 individualsindividuals perper generationgeneration

•• DCGADCGA ((deterministicdeterministic crowdingcrowding): a ): a GeneticGenetic AlgorithmAlgorithm withwith a a specialspecial
rulerule for for selectionselection
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ExperimentsExperiments
•• FFixedixed populationpopulation for for allall algorithmsalgorithms –– 20 20 individualsindividuals

•• SameSame fitnessfitness ((maximizingmaximizing profitprofit for for thethe retailerretailer))

•• SameSame stoppingstopping criterioncriterion: no : no improvementimprovement inin thethe fitnessfitness functionfunction inin
10 10 consecutiveconsecutive generationsgenerations



24OEP 2007,  Paris, Apr 2007© 2006

ExperimenExperiment...t...
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Back to...Back to...

•• afterafter we we havehave seenseen an an realreal lifelife exampleexample –– therethere is is anotheranother thingthing in in 
EPSO EPSO thatthat differsdiffers fromfrom otherother PSOsPSOs
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CommunicationCommunication structurestructuress amongamong particlesparticles

•• Classical communication structure: the star, where all Classical communication structure: the star, where all 
individuals share at the same time the knowledge individuals share at the same time the knowledge 
about the location of the new global bestabout the location of the new global best

•• Too much communication is against exploration of the Too much communication is against exploration of the 
search space search space –– may induce premature convergencemay induce premature convergence

•• Alternative structure: the ring, where each particle Alternative structure: the ring, where each particle 
only only commuunicatescommuunicates with two with two neighboursneighbours --
information about a new global best takes time until it information about a new global best takes time until it 
reaches all individualsreaches all individuals

•• Too little communication risks approaching the Too little communication risks approaching the 
process to a set of parallel independent individual process to a set of parallel independent individual 
searchessearches
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StochasticStochastic communicationcommunication
•• EPSO: stochastic starEPSO: stochastic star

There is a communication probability threshold There is a communication probability threshold pp below which below which 
communication is allowed and above which information about communication is allowed and above which information about 
the global best the global best doesdoes notnot passpass to an individual.to an individual.

•• Probability threshold Probability threshold pp is applied to each dimension of an individual is applied to each dimension of an individual 
–– it may receive information in some dimensions and have it it may receive information in some dimensions and have it 
blocked in otherblocked in other!!

•• Experiments led to adopting a value of Experiments led to adopting a value of 

•• p = 0,2p = 0,2

(as a (as a ““rulerule of of thumbthumb””))
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RosenbrockRosenbrock functionfunction and and stochasticstochastic star star 
•• RosenbrockRosenbrock functionfunction

•• 20 20 runsruns, 50.000 , 50.000 fitnessfitness functionfunction
evaluationsevaluations

•• averageaverage errorerror and standard and standard 
deviationdeviation of 20 of 20 runsruns is is shownshown

•• p=1 p=1 isnisn’’t t shownshown on on thethe graphgraph, , itit
leadsleads thethe algorithmalgorithm into into 
prematurepremature convergenceconvergence

•• note: Ynote: Y--axisaxis scalescale is is logarithmiclogarithmic
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CEC 2005 f2 SchwefelCEC 2005 f2 Schwefel’’s problems problem
•• functionfunction fromfrom batterybattery of of teststests forfor

nonnon--constrainedconstrained realreal--valuedvalued
optimizationoptimization accordingaccording to CEC2005 to CEC2005 
conferenceconference

•• stoppingstopping criteriacriteria is a is a fixedfixed numbernumber
of of fitnessfitness functionfunction evaluationsevaluations

•• veryvery lowlow valuesvalues of p  of p  leadlead to to badbad
resultsresults, as , as wellwell as as veryvery highhigh

•• relativelyrelatively insensitiveinsensitive to to changingchanging p p 
in in centralcentral areaarea

•• curvecurve of standard of standard deviationdeviation of of 
solutionssolutions betweenbetween runsruns followsfollows
shapeshape of of achievedachieved errorerror valuesvalues
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CEC 2005 f9 CEC 2005 f9 RastriginRastrigin’’s s functionfunction

•• forfor thisthis functionfunction lowerlower valuesvalues of of 
communicationcommunication probabilityprobability are are 
significantlysignificantly betterbetter

•• eveneven thoughthough thisthis functionfunction reactsreacts
differentlydifferently, standard , standard deviationdeviation
againagain followsfollows shapeshape of of achievedachieved
errorerror valuesvalues
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SphereSphere functionfunction
•• simplesimple problem, so problem, so withwith higherhigher

numbernumber of of fitnessfitness functionfunction
evaluationevaluation algorithmalgorithm alwaysalways
convergesconverges

•• numbernumber of of fitnessfitness functionfunction
evalutionsevalutions is is lowlow

–– 5000, 30 5000, 30 dimensionsdimensions

•• onceonce againagain -- thethe standard standard 
deviationdeviation followsfollows thethe behaviorbehavior of of 
errorerror valuesvalues
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AnotherAnother fromfrom realreal lifelife: : ReactiveReactive Power Power PlanningPlanning

•• a a difficultdifficult nonlinearnonlinear, , multiobjectivemultiobjective problem problem fromfrom powerpower systemssystems

•• minimizeminimize total total investmentinvestment costscosts -- whilewhile keepingkeeping networknetwork conditionsconditions
appropriateappropriate

–– utilizingutilizing penaltiespenalties to to reflectreflect plannerplanner’’s s decisionsdecisions

–– weightedweighted sumsum of of investmentinvestment and and penaltiespenalties

•• discretediscrete and and continuouscontinuous controlcontrol variablesvariables

–– notnot all all operatingoperating limitslimits are are selfself--constrainedconstrained in in variablesvariables

–– needneed to to utilizeutilize powerpower flowflow calculationscalculations in a in a ““heavyweightheavyweight”” fitnessfitness functionfunction

•• largelarge searchsearch spacesspaces and and demandingdemanding calculationscalculations

–– sizessizes of of typicaltypical electricelectric networksnetworks indicateindicate numbernumber of of searchsearch variablesvariables
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ReactiveReactive Power Power PlanningPlanning
•• our our implementationimplementation of EPSO of EPSO takestakes advantageadvantage of of powerpower flowflow

calculationcalculation librarylibrary

•• a a multitudemultitude of of inputinput variablesvariables needneed to to bebe includedincluded in in planningplanning
processprocess

•• thethe applicationapplication cancan handlehandle variousvarious networknetwork loadload levelslevels withinwithin singlesingle
optimizationoptimization processprocess

–– duringduring thethe nightnight thethe operatingoperating conditionsconditions are are differentdifferent!!!!

•• as a as a planningplanning algorithmalgorithm, EPSO , EPSO hashas provenproven to to bebe successfulsuccessful and and 
robustrobust

–– how how doesdoes thethe stochasticstochastic star star probabilityprobability influence influence itsits performanceperformance on on 
thisthis problem?problem?
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EPSO and EPSO and ReactiveReactive Power Power PlanningPlanning (2)(2)
•• 30 30 nodenode networknetwork

•• total total costcost of of bestbest
solutionsolution shownshown, , afterafter
200 and 1000 200 and 1000 
iterationsiterations

•• thisthis problem (and problem (and thisthis
setupsetup of of inputinput variablesvariables!)  !)  
relativelyrelatively insensitiveinsensitive to to 
changingchanging thethe pp

•• appropriateappropriate pp and and fastfast
convergenceconvergence especiallyespecially
interestinginteresting forfor usingusing EPSO EPSO 
in in closeclose--toto--realreal time time 
applicationsapplications
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EPSO and EPSO and ClusteringClustering ProblemProblem
•• anotheranother problem problem fromfrom

mathematicalmathematical worldworld –– but but 
clusteringclustering problemsproblems are are alsoalso
commoncommon in in applicationsapplications

•• in in powerpower systemssystems –– groupinggrouping
customerscustomers basedbased on on theirtheir
demanddemand curvescurves into into customercustomer
groupsgroups

•• as an as an illustrationillustration: : findingfinding centralcentral
pointspoints of of threethree clustersclusters shapedshaped
like like squaressquares

–– convergenceconvergence processprocess illustratedillustrated
-5

-4

-3

-2

-1

0

1

2

3

4

5

6

7

8

-2 -1 0 1 2 3 4 5 6 7 8 9 10 11 12



36OEP 2007,  Paris, Apr 2007© 2006

EPSO in EPSO in ClusteringClustering ProblemProblem

•• similarsimilar to to previousprevious stochasticstochastic star star teststests, 20 , 20 runsruns of EPSO of EPSO algorithmalgorithm, , averageaverage
and and deviationdeviation

•• onceonce againagain -- bestbest fitnessesfitnesses and standard and standard deviationdeviation behavebehave similarlysimilarly

•• optimaloptimal valuevalue of of pp lowlow –– forfor thisthis problem problem weakweak communicationcommunication is is betterbetter
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FinallyFinally......
•• as as itit is is alreadyalready provenproven –– itit is is importantimportant notnot to to havehave strictstrict, , fixedfixed

communicationcommunication topologytopology

•• stochasticstochastic star star topologytopology of of communicationcommunication improvedimproved EPSO EPSO 
performanceperformance, , bothboth in test in test problemsproblems and and realreal lifelife problemsproblems

–– itit is is alsoalso simplesimple forfor implementationimplementation!!

•• howeverhowever: : optimaloptimal valuevalue of of ““pp”” isnisn’’t t uniqueunique, , dependsdepends on on thethe problem!problem!

•• thisthis indicatesindicates we we shouldshould stepstep towardstowards ((trulytruly) ) adaptiveadaptive
communicationcommunication topologiestopologies

–– thisthis is a is a promisingpromising directiondirection of of researchresearch; how to ; how to samplesample searchsearch spacespace, , whatwhat
doesdoes thethe distance distance betweenbetween particlesparticles meanmean......
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MerciMerci!!
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